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Abstract light stimulus can be detained by only three indegendent
variables, while its physical coumpart, the spectral power
A color visual diferene model (CVDM) was developed to distribution can be measied in many dimensions (e.g 401
predict the imag quality differene of two images The  dimensions ir380 - 780 nm, with 1 nm interval). Tk fine
model is an extensio of the two peviously published details that human eyes can discern (also aalisual
models: The monochromatic Visible Differen®redictor acuity) are lower than 60 cpd (or about 1 sec of visual
(VDP) by Scott Daly adh the color Spatial-CIELA (S-  angle). In the temporal domairthe humen eye cannot

CIELAB) model byZhanget al differentiate any variation beyondhe flicker fusion
The CVDM consists of color space conversion, frequerty of about 50 Hz.
modulatian by contrast sensitivity functionsisual masking Becausehuman visim has limitations, the physical

effect, multiresolutiondetection mehanisms, andvisible  differenc is differert from the visual diference In many
color difference calculation. Inputs toethmodel ae a  casesthe highly precise physical measurement will contain
reference irage and a processed image, as well agletailsthatthe humareyes cannoperceive If our goal is to
calibration parametrs such as viewing distanceesolution  make the two imagekok alike, any precisio that goes
of theimages, and white point. The output of the model is deyond the limitation of # human eyes will be
CIELAB AE map on which the bright dors representtge  unnecessaryThis is the basis for all the lossy compression
AE values, andhe dark colors represent small visidl&  where the unnecessary ogorents of the inage are
values The modé was applied to detect the visibility of discarde to saw image size. But how nah physical
blur, noise, grating, and compression artifactse fdsults  degradation is acceptable to yield visually lossless images?
show a better agement with visulimpressim than does A visual differene model is neded toanswer the question.
the S-CIELAB model. The visual differene model can be used to predict the
visible differene of two images. It usually consists of
Introduction several steps with each step imitating step of the human
visual system signal processing. Theodel takes two
A document reproducton process usually consists of images as its inputs. One is a refeeeimecage, which is the
multiple steps: the image inpurteinal (e.g, ascanmr), the  original, undistortedimage Another is a test image, which
image processing system, and theagmoutpu terminal is usually a distorted image obtainefter the reference
(e.g, a printer) In many steps of digital processing, it is image goes thhough some imag processig procedures,
possibé tha the output image is not exactly the same as theuch as compression/decompression,tdwalfig etc Other
input ore for bandwidth and storagreasons (i.e., iage input paameters may include &wiewing distane ard the
compression)The goal of this type of iage pocessing, in  spatid resolutionof the image indots per inch (dpi) for
terms of image quality, is to produce an image that looks spatial calibration, and ¢hwhite pointfor color appeaance

exactly like the original image. calculation The outpu of the model is a visual difference
Two kinds of diferences may be used tevaluate map ofthe two images.
image quality. The first is the physical difference, the Severalvisual difference models have be devéoped

differene in features of the imges that can dmeasured and applied in imag quality evéduation Among those
physically For example, the feature nay be the spectral models, the Visible Difference Predictor (VDP) mbtas
power distribution othe temporal intensity variation ahy  gainedwide attention duéo its comprehensiveness and its
image location The feature may atsbe the spatial Fourier successful applicationAs far as color image is comoed,
comporent of the image The measwment d the physical the onl publishal visual diffeence model isthe Spatial-
difference is constraind by the precision othe physical CIELAB (S-CIELAB) model devped at Stdiord
device used. University? Because ourcolor visual differene model
Anothe is the visual diference It is well knownthat (CVDM) incorporates dferent components from ghtwo
human vision has limitations. The color appearance of anyexisting visual diffeence models mentiodesbowe, the two
models are reviewed in the following section.
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Review of the Two EXxisting red/green channel (02), and the blue/yellow channel (O3).
Visual Difference Models In the S-CIELAB model, the color conversion does not
depend on the image spatial pattern, and the spatial tuning
Visible Difference Predictor (VDP) does not depend on the image color. This is the so called

The VDP model is developed for black and whitecolor-pattern separability.
images and is composed of three steps. The first step is The S-CIELAB model is a spatial extension to the
called the amplitude nonlinearity, which focuses on theCIELAB calculation and can be used for measuring color
signal processing at the retinal level. The response of theproduction errors of digital images. The inputs to the
photoreceptors to the incoming light is a nonlinear processnodel are a reference image and a test image, as well as
When the light intensity is low, the photoreceptors may nosample per degree (spatial resolution), white point (viewing
respond to the light until some specific light level iscondition), and image color space (for color conversion).
achieved. This light level is called the absolute thresholdEach of the two images is first separated into three
On the other hand, when the light level is extremely highppponent-color images (01, 02, & O3 images). All three
the response of the photoreceptors may reach a limit and moages go through a spatial-filtering process by convolving
longer increase with the increase in light level. This is calledvith kernels of different sizes and shapes. The filtered
saturation. The thresholding and saturation of theémages are converted back to the standard CIE color space.
photoreceptors on the retina are characterized in th€he CIELAB formulas are used at the final step to calculate
amplitude nonlinearity step. the appearance difference of the two images. For uniform

The second step of the VDP model is the spatiatolor patches, the result of S-CIELAB is the same as that of
filtering using a 2-D contrast sensitivity function, which is athe CIELAB. For complex color patterns, the S-CEILAB
postreceptoral process. A contrast sensitivity functiormodel predicts the visual difference more accurately than
specifies the ability of the human visual system to detedhe CIELAB calculation. This model has been used for
intensity modulation as a function of spatial frequencyevaluating various processing methéts.
Previous studies have shown that the sensitivity of the Two important signal processing steps are missing in
human visual system varies with spatial frequency. At botlthe S-CIELAB model. The first step is the visual masking
the low (below 1 cpd) and high spatial frequencies (beyondffect, which refers to a situation in which the threshold for
8 cpd) the response of the visual system declines. Thaetecting a stimulus is elevated when a masker is present.
response of the visual system reaches its peak at then example of visual masking is image quality evaluation.
intermediate frequency range (2-4 cpd). The 2-D contrastvhen we try to determine whether an image has been
sensitivity function simulates this bandpass nature of theistorted or not, we are actually detecting the distortion in
human visual system. the presence of the image contents. If the image is very busy

The detection mechanism is included as the third step iand contains many fine details, the detection of the
the VDP model. This step takes place at the cortical levetlistortion is harder than when a uniform background is
where the response of the neurons is specific to spatiptesent. In this case the masker is the image itself and the
frequency, orientation, and spatial location. The basic goatimulus is the distortion to be detected. The masking effect
of the VDP model is to detect any visible distortion of theis both spatial-frequency selective and orientation selective.
test image compared to the reference image. According When the masker deviates in spatial frequency or
the findings of the psychophysical studies, detection shouldrientation from the test stimulus, the masking effect
be considered as a multi-channel mechanism instead oflbecomes weaker and disappears beyond a certain range.
single-channel mechanism. The input image is separated The second missing step is the multiresolution repre-
into multiple-channel representations (also called subbangentatior. It has been revealed by the previous studies that
images) with varying spatial frequencies and orientations. Ahe cortical representation of the input image is a group of
visual difference is calculated for each subband image. Themages in separate subbands. Each subband image contains
all the visual differences are summed up to form a visibl@ component of the original image that falls in a specific
difference map between the test image and the referenepatial frequency and orientation range. In a detection task,
image. A probability of detection can be derived from theeach subband does its own detection independently. The

visible difference. results from all the subbands are summed up to form an
overall detection result.
Spatial-CIELAB Model (S-CIELAB) The two steps mentioned above are actually closely

The S-CIELAB model is based on numerousrelated because the visual masking effect is believed to
psychological studies at Stanford University® Their  occur only within each subband. The effect of the visual
research proved that by first approximation color andnasking is to elevate the threshold of detection in each
pattern are separable. Based on the data of asymmetric cobmbband and hence decrease the overall probability of
matching and the assumption of color-pattern separability, detection. The visual masking effect and the multiresolution
set of spectral response curves for three signal-processingpresentation are significant factors of the human vision
channels is specified. The spatial tuning curves (also calledetection and hence should be included in a visual
contrast sensitivity functions) for the three channels are alsdifference model.
specified. Because the three spectral curves are similar to An additional part of the S-CIELAB model that needs
the opponent-color channels found in other studies, the thrémprovement is the contrast sensitivity function. Previous
channels are labeled the luminance channel (O1), th&tudies have shown that the luminance contrast sensitivity
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function shoutl havea bandpass shape while the S-CIELAB
uses alowpass luminance contrast sensitivity function. A
bandpass CSF would igreothe mean light level ahfocus
only on spatial modulation. This is actually what happens
the human visual systeth.

In summay, the VDP model is a comgrensive model
in the sense that it simulates visual mechanistaging at
the retinal level and going all éhway upto the primary
visual cortex. Howear, the model does notinclude the
color signal processing mechanisms and hence is limited t
applications in themonochromatic domain.On the dher
hand, tke S-CIELAB model oférs a color spaefor the
representation of chmatic signals in human visusystem,
as well as a method output AE) for easycomparison with 10°
resuls of currentcolor appeaance models. The goal of the
present study is toedelop a comprehensie color visual
differenaee model to predict the imaguality of digita color Figurel Thecontrast sensitivity funans usedin theCVDM.
images. The model is an extensiof the VDP modkand
the S-CIELAB model in the sense thawill adog useful
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steps from both the VDP modaid the S-CIELAB model. A decompositia of the original images is mad before
- . the visual masking effect is considerdthis is becaue the
Description of the Color Difference Model visual maskirg effect only occurs when the stimulus

) _ ) (distortionto be detectedl and the masker (tk image itself)
The CVDM consists of four steps: color spapnversion,  are within the same cortical subbanehich is specific in

contra$ sensitivity functions, visual masking effect, and spatial frequency, orientation, and color.eTtumbers of

multiresolution detectiomechanisms. subbands are different for different opporent-color
i channels. This is because the informatimntaired in the
Color space Conversion three channels contributes differentty the visud system.

The first step of the CVDM isotchoo aprope coor | yminane information is considered more imparit than
space to represent theolor image fa subseqent  cpromaticinformationard hene uses the most nurabof
processing. It is naturab use a opponentolor space  gyppands(= 21). The information in th yellow/blue
becaus mary studies lve shownthat the postreceptoral channel £ 9) has the least contributioi the totd and
chromatic signals arexpressed in soekind of opporent-  pence is processed using less subbands than that isnused
color space.The oppomnt-color space used ithe S-  ihe red/gren channel £ 13). The overall consideration

CIELAB model was chosen as the color span the  \yhen choosilg subkands is a trade-6fbetween incluihg
CVDM. It has been shown that this color space is simila enough details antbmputational efficiency.

the othe previously developgopponenteolor spaces.

i . The Flowchart of the CVDM
Contrast Sensitivity Functions The flowchartof the CVDM is shown in Figer2. Both

The contrast sensitivity functions (CSFS) used in the CVDM o refereneimage (imagel)and tre ted image (image2)are
are different from the CSFs used in the S-CIELAB model. -qnverted to thre opponet-color images, O1, O2nd O3

The O1 chnnel, thduminancechanne] used the CSFfdhe sing 43 by 3 colorconversion matrix The three imagesare
VDP model. The curve has a peak spatialefjuerty of 3 hen transfomed into the Fourier space. Three caast
cpd On both sides bthe pek the curve declines and gensitivity functionsare used to modulate the three spectra,
reaches zero at both reecpd andthe cut-off frequency forming a net set of speatrEach inage i then separated
(about30 cpd).The CSFs for the O2 and O3adinels were  jntg anumbe of subband images, with each subbaaving
derivedfrom a classical stug by Mullen.” The two CSFs i own optimal spatial-frequenand orientation anges. In
have a lowpass shape. Bothave a constant valué  gath of the subbands, the visual masking faciFi) is
(normalizedto unity) in tfe low spatid frequency rangeand  geterminel basel on the imagecontent inthat band. Ten the
decline passing a transition poifitie 2 (red/green) CSF g pphad referene and test images atransformed back to
has a transition poirdf 0.8 cpl and a cut-off frequency of  the intensity domain (stillni the opporent-colar spae) for
11.5 cpd. The O3 (blue/yellow) Edas the sametransition  ¢acylation of te CSF weighted differerc(Ai) betweenthe
point, but a lowerut-off frequency(11 cpd). The declining 1o images This CSF weighted difference is dded by the

of the two curves follows a straight line on a semi-  masking factoto form tte visual diffelence in that subband
logarithmic scale. Figue 1 shows the threecontrast —(AjMmFi). After all subband ireges ae processegthe overall
sensitivity functions used in#fO1, O2and O3channels. visual difference between the two images is calculated from
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the subband visual differences by probability
summation. This overall visual didffence is addd to the
filtered refefence image (image 1') toform a new test image
(image2). The two inages are then converted dzato a
standard color space andet@IELAB formulas are usd to
calculae the color appearane difference. The key

Copyright 1998, IS&T

shown here Figure 3(C) shows the predictionf dhe
CVDM. The prediction of the S-CIELAB model is included
as a comparison (Figure 3(D))n the output AE maps, a
bright ara represents a highE value, whilea dark part
represents a lo\E vallte. The scales of thtwo AE maps
are the same, allowgndirect comparison othe predictions

improvernent of the CVDM over the S-CIELAB model is the of the twomodels.

incorporation of masking in &visud difference calculation.
This reflects our beliethat masking is amiportant facto in
the visual detection of image distortion.
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Figure 2: The flonchart of the CVIM.
Test of the Color Difference Model

The main purpose of the test is to examihe masking
effect of the CVDM and th compatibility of the CVDM
ard the S-CIELAB models. Tk reference image is a epel
image (256 by 256, Figure 3(A)). This imagecontains bth
low spatialfrequerty information (in the sky areagnd high
spatid frequeny information (n the grill area ofthe
chapel) The viewing distance and thspatial resolution of
the image are set teeld8 inches and 75 dpirhe Nyquist
frequerty of the image is thus11.8 cpd Four kindsof test
images are used to tethe CVDM: blurred image, white

Figure 3: Smulation test ¢ the CVDM with a graing image (A:
top left) Reference image; (Bop right) Grating test image; (C:
bottom left) Prediction of th€VDM,; (D: bottom right) Prediction
of the S-CIELAB model.

The grating test image is formed &ydinga sine-wave
grating to each o the R, G, & B imagesfothe reérence
image. A visual examination of the test image shows that
the gratingpattern inthe sky area is more obvisthanthe
gratingpatternin the grill area. This is expected because the
vertical high-spatial-equency imagecontent in the grill
area masks the grating pattern, and keretlucing the
strengh of the grating. Tk prediction é the CVDM s
shown in Figue 3(C), which showsa redued grating
modulation in the grill area while a strong grating
modulatia in the sky area. Figure 3(Dgives the prediction
of the S-CIELAB model. It shows ¢hsame grating
amplitude in both t& grill area and the sky areat is
obvious thathe pediction of the CVDM is maog accurate
than that of the S-CIELAB model.

In gereral, the predictions of the CVDM are more
consistent with the visual impression thdrat of the S-
CIELAB model over tk four test images. The two models
produce very similar results when there is no image content
to mask the noise, such asthe sky area When the image
is complicated andontainshigh-spatial-freqency maskng
content suchas the grill area, the prediction of the CVDM
is more accurate #h that d the S-CIELAB model.

Conclusion

The CVDM is developed basednahe two previously
published visual ifferenee models:the Visible Difference

noise image, grating noise image, and compresPredictor (VDP) modeénd the Spatial-CIELAB modé (S-

sion/decompression imagDue tothe limited space fothe
paper only the test using grating image (FiguB(B)) is
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CIELAB). The CVDM extents the VDP model in thacan
be used toevaluate the visual itferene of color images.
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